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BloombergGPT is a 50 billion parameter language model trained on ~700 billion 
tokens, half of which are from financial domain. 

01 What are the optimal choices for building a Large Language Model?

02 What is the impact of domain specific data on the end model’s performance?

Two Research Questions
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01   Language Modeling



Given a context of words, produce the probability distribution of the next word.

The cow went to the ________

The model is trained to accomplish this task on lots of text.

To use it to generate text, you can repeatedly 
send in the context → calculate next-word probabilities → sample one from the distribution.

What is Language Modeling?

Predicted probability

field barn mall the

Language Model



Estimating the 
entropy of English

Speech 
recognition

Machine 
translation

“Language 
Understanding”

Scale has driven the acceleration of AI developments

     GPT-3 2020
175B parameters
1024 x A100 GPUs 
$3M



Thomas Jefferson

State of the art in 2000: Multiple separate models

(purple is system output)

Part of speech tagging

Statistical Tagging

Named Entity Extractor

Question Type Detection

Paraphrase Resolution

Answer Extraction



2. The library was built for _______.
3. One of the oldest libraries was found 
_______.
4. The people who took care of the books 
were called _______.

Answers: 1. Thomas Jefferson 2. all the 
people 3. 800 years B.C. 4. "men of the 
written tablets."

MASK

GPT-3 2020

“Large Language Model”



LLMs are…

01 General: A single model can handle many tasks without additional training

02 Broad: It has as much (or more?) “knowledge” of the world as a human adult 

03 Accessible: You interact with the model directly in language, not in code



● Summarization
● Information Extraction: Reading Comprehension, Question Answering
● Document Understanding: Sentiment Analysis, Insight Extraction
● Text Generation: poetry writing, style transfer
● Code Generation: Copilot (Auto-complete), Toolformer

Code Generation is significant, because it means we can bridge 
the gap between language and executable actions

Some tasks where LLMs are effective:
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02   Transformer Language Models



The input and output dimension of each 
Transformer block are the same.

After each of its two major subcomponents, 
the inputs (residuals) are added back.

Due to this, every Transformer block has 
consistent embedding dimensions.

Feed-Forward

Multi-head Attention

Two main components: an attention layer and a feed-forward layer

Add / Norm

Add / Norm

Transformer Blocks



The cow went

0.52 2.11 -1.88 -1.21 -0.32 -0.31 -1.08 -1.80 -0.84

1.46 -1.78 -1.81

Feed Forward

Attention

10% 70% 20%

The cow went

The Feed-Forward layer is a standard two-layer 
dense perceptron with a non-linear activation 
between the two layers (e.g., ReLU). It refines 
the representation for the current position.

The Attention layer integrates representations 
across previous positions.

Add / Norm

Add / Norm



At each word, the Transformer 
computes a separate representation.

The activations proceed layer by 
layer and get progressively refined 
by looking at representations of the 
other words. Feed Forward
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The cow went



The cow went

0.52 2.11 -1.88 -1.21 -0.32 -0.31 -1.08 -1.80 -0.84

Feed-Forward
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Multi-head Attention

Add / Norm Add / NormAdd / Norm

Add / Norm Add / NormAdd / Norm

softmax

Input word embeddings

Output probabilities

Input word sequence

Add / Norm
Feed-Forward

Add / Norm
Multi-head 
Attention

Feed-Forward Feed-Forward

Decoder-Only Transformer
Language Model



There is a lot of experimentation within this base architecture:

1. Location of Layer Norms (e.g., an extra layer norm after the 
embedding layer)

2. Exact Activation Function (e.g., SwiGLU vs. ReLU)
3. Positional embeddings (e.g., ALiBi vs. rotational encoding)

softmax

Input word embeddings

Output probabilities

Input word sequence

Add / Norm
Feed-Forward

Add / Norm
Multi-head 
Attention

Decoder-Only Transformer
Language Model



● Model Size & Shape: What shape should each 
sub-component have?

● Dataset size: For a given model size, what is the 
optimal amount of data?

● Low-level operator Implementation: How do you 
build efficient computation for each operator?

● Hardware: What is the most efficient hardware (and 
network) configuration needed for training?

● Distributed Optimizer: If the model cannot fit on one 
machine, how do you efficiently pass parameters and 
gradients around during training?

● Hyper-parameters: How should you set learning 
rate?

● Numerical Precision: What is the necessary 
precision for each of the parameters and gradients?

● Tokenization: How big should the vocabulary size 
be? Do you want multi-word tokens?

● Dataset composition: Does in-domain data matter?

Even with the overall model architecture set, there are lots of knobs to tune
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03   Training BloombergGPT



The Chinchilla scaling law proposes a function for the optimal model and data size given a set 
computational budget. 

More recently, LLaMA suggested much longer training times to account for inference-efficient 
models (multiple times the Chinchilla estimates).



Embedding 
Dimensions

Transformer 
Blocks

Total Parameters* Total Data Size
(in tokens)

GPT-3 12,288 96 175B 300B

GPT-NeoX 6,144 44 20B 472B

OPT-66 9,216 64 66B 300B

BLOOM 14,336 70 176B 366B

BloombergGPT 7,680 70 50B 569B

https://arxiv.org/abs/2006.12467

Model Parameters*

https://arxiv.org/abs/2006.12467


● GPT-2 Tokenizer is most often used
○ Numbers are not treated specially
○ No multi-word tokens

● BloombergGPT Tokenizer
○ A Unigram Tokenizer trained on The Pile 
○ Byte-level representation of numbers and 

out-of-vocabulary words
○ Multi-word tokens allowed
○ Large vocabulary size - 131,072

Tokenization

Data compression rate with different vocabulary sizes.



We used 64 of the largest available instance type, p4d.24xlarge, in our training cluster.

Each instance has the following characteristics:
● 8 NVIDIA 40GB A100 GPU
● Intra-node connection: 600 GB/s Bidirectional NVIDIA NVSwitch
● Inter-node connection: 400 GB/s NVIDIA GPUDirect using AWS Elastic Fabric Adapter (EFA)
● 512 GPUs: 64 instances x 8 A100 (40G) GPUs

Maximum possible performance for these GPUs is 350 TFLOPS. We observed 105 TFLOPS.

Hardware



Our training dataset consists of roughly equal parts 
public and private data:

● Public data:
○ The Pile (Gao et al., 2020) – 22 diverse domains
○ C4 (Raffel et al., 2019) – cleaner Common Crawl
○ Wikipedia from July 2022

● Private data:
○ Web content
○ News wires and transcripts
○ SEC Edgar filings
○ Press Releases

Dataset selection



● V0 Problem:
○ Training loss plateaued after about 10k steps
○ No improvements to dev loss after step ~20k

● Changes:
○ Remove temporal curriculum (shuffle parts)

● V1 Problem:
○ After ~12k steps, gradient norm started increasing
○ Occasional dev loss jumps

● Attempts to fix v1:
○ v1.1 Restart from step 10.8k, fully shuffle remaining 

data, reduce LR (8e-5)
○ v1.2: Even smaller LR (6e-5), smaller grad_clip (0.3) 

without restart
○ v1.3: v1.1 + fp32 in LM head - reduce LR
○ v1.4: v1.3 + v1.2 + smaller roll back

At this point we believed v1 was unsalvageable…

BloombergGPT 50b (v0 + v1)



Many stability-inducing hyperparameter changes and bug fixes:
● v1.4: fp32 in LM head + max lr = 6e-5 + grad clip = 0.3 + fully 

shuffle data
● different seed (e.g. different initialization & data ordering)
● LayerNorm after embedding
● Longer learning rate warm up
● Remove Layer Norm weight decay
● Use megatron init rescaling
● query_key_layer_scaling
● two stage batch size warm up (1024->2048)

BloombergGPT 50b (v2)
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04   Evaluation



General Topic Evaluation
● BIG-Bench Hard
● Massive Multitask Language Understanding (MMLU)
● Reading Comprehension
● Linguistic Scenarios

Financial Domain Evaluation
● FPB, FiQA, Headline, ConvFinQA
● Sentiment, NER, NED+NED

Two Categories of Evaluation



This is expensive to run! 
- Dev loss on (1) i.i.d. Set, (2) non i.i.d. Set
- small set of high-coverage sets

Eval for particular applications

Training monitoring

Post-Training Eval
You want something indicative! 
- General Public: Big bench, Knowledge, Reading Comprehension, Linguistic Tasks
- In-Domain Public: QA, NER, sentiment; 
- In-Domain Private: Sentiment, NER, NED 

This is what really matters and post-training eval should correlate with positive 
results here.
Work with product management, develop UX/UI, Teach people how to use the model

The Different Types of Evaluations



BIG-Bench covers 214 NLP tasks 
to benchmark LLMs

BIG-Bench Hard is a curated 
subset of 23 challenging tasks

BIG-Bench Hard



Massive Multitask Language Understanding



MMLU Results



Financial Domain: Public Datasets



Financial Domain: Bloomberg Internal Datasets
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05   Discussion



Text-to-BQL



“Market Cap of AAPL vs. MSFT” “Add Number of Employees”“Start from 2010”

Language Interface for the Terminal



Key Takeaways

01 Even though model stability and efficiency are challenging, it is possible for a 
(relatively) small team to build a LLM around the same quality as GPT-3 
(given enough compute resources)

02 Training on in-domain data even at dataset sizes of hundreds of billions of 
tokens, yields stronger in-domain performance while retaining general 
performance



01   Sample efficiency of training

02   General Pre-Training, then Fine-Tuning vs. Joint Pre-Training

03   Post-training Conditioning

Open Questions
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Thank you!
www.TechAtBloomberg.com/datascience

We are hiring: bloomberg.com/engineering

http://www.techatbloomberg.com/datascience
http://bloomberg.com/engineering

